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In wireless sensor networks (WSNs), in-network data aggregation is
an efficient way to reduce energy consumption. However, most of the
existing data aggregation scheduling methods try to aggregate data from
all the nodes in each time-instance, which is neither energy efficient
nor practical because of the link unreliability and spatial and temporal
data correlation. In this paper, we propose a hew scheme allowing the
data aggregation with the data loss. In our scheme, we selectively let
some nodes sample and aggregate data, then transmit it to the sink. Two
different cases are studied. Firstly, this paper assumes that the links are
reliable and the error between the data of all nodes and that of sampled
nodes is bounded. The detailed analysis is given on the error bound when
the confidence level is given in advance. Secondly, this paper assumes
that the links are unreliable with a certain probability. Then we obtain
that the error is still bounded under a given confidence level when the
probability of link unreliability is not too high or the success probability of
retransmission is high enough. We also study how to assign the confidence
level among the parent nodes such that each parent node can calculate
the minimum number of sampling leaf nodes based on the corresponding
confidence level. Through analyzing, we show that it can surely save
energy to adopt our method when the link is reliable. When the link is
not reliable, the energy still can be saved if the success probability of
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retransmission is high enough. The performance evaluation by simulation
is discussed in the end of this paper.The results of the simulation indicate
that it can save energy and does not effect the data accuracy to adopt our
scheme if a certain bounded error is acceptable. Since the data redundancy
often happens in WSNSs, it is feasible to allow certain data error.

Keywords: Lossy Data Aggregation; Energy Efficiency; Data Sampling; Data
Loss; Wireless Sensor Networks

| INTRODUCTION

Wireless sensor networks (WSNs) are resource constrained: limited energy,
bandwidth, memory and so on. The energy consumption caused by the data
processing by a sensor node is usually much less than that caused by the com-
munication [1]. Thus, it is a common way to save the energy consumption
by reducing the communication. An effective method is to apply data aggre-
gation [2] or compression before transmitting data. A number of novel data
aggregation methods have been proposed recently with various optimization
goals, such as reducing the energy consumption [2, 3], and the delay of data
aggregation [4, 5].

Most of data aggregation schemes assume that all the sampled data can
be successfully transmitted to the sink [6]. In practice, wireless links are
not always reliable and not all of the nodes can work normally all through.
Furthermore, the sample rate is always limited by the bandwidth. Therefore,
some packets are inevitably lost at some unpredictable time slots on some
links. When a parent node collects data from others, some or all sensed data
of a node may miss at some time slots. Unfortunately the final data received
by the parent node is fragmentary. Furthermore, typical data aggregation
schemes would let the parent nodes sample data at full time slots and collect
the data from their children.

Although there are lots of work focusing on data aggregation [6, 7], a few
of them synchronously consider the packet loss and sampling data loss, which
are ineluctable in WSNs. Meanwhile the energy cost on data sampling and
transmitting can be reduced when proper strategies are designed.

Another unavoidable question is whether a much precise information
obtained from the practical surrounding by WSNs is worthy of the exiguous
recourse in WSNs when the less precise information is acceptable. In many
applications, the data sampling is better if the sampling period is longer. The
longer sample period and lower duty ratio can prolong the network life time
and save energy since it is important to save energy when the batteries of the
nodes are hard to be recharged. In this sense, it is advisable to collect the data
of a part of nodes at a part of periods.

In this paper, we introduce a new method into the data aggregation. It need
only collect the information of a part of nodes and a part of time slots therefore
it reduces the sampling time and energy of sampling and transmitting data.
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In our method, we decompose the data aggregation tree into two kinds of
basic componentsserial connection (SC) and collateral connection (CC).

The data aggregation tree is constructed by selecting a connected dominating
set (CDS) [8]. We divide the whole network life into a series of length-
equivalent periods, each of which contains several time slots. Whether a sensor
node samples data from environment in the time slots or not is decided by our
data aggregation method. Based on the two basic components, we respectively
analyze the necessary number of nodes or time slots to sample data when
the errorp between the valu® containing the sensed information and the
corresponding valu®’ of the real world is given. we design algorithms to
insure that each parent node in a data aggregation tree or subtree can decide the
number of leaf nodes who need not sample data and that each node can know
the number of time slots in which it need not sample data. Our algorithms
guarantee that the errgr is less than an expected vali&e with the least
probability 1— y.

The rest of the paper is organized as follows. Section Il outlines the relative
work of the data aggregation and CDS. Section Il presents the assumption
and formulates the problem of loss data aggregation in the network. Our lossy
data aggregation scheme is presented and analyzed in Section IV. We also
give the simulation to evaluate the performance of our schemes in Section V.
Section VI concludes the whole paper.

Il BACKGROUND

A DataAggregation
INWSNSs, data aggregation has been well studied in recent years [6], [4,9-11].
A main purpose of in-network aggregation is to decrease the transmission
power consumption [2]. Instead of transmitting raw data to sink, it can save
much energy and decrease network interference to compute and transmit par-
tially aggregated data in network. [12] proposed a heuristic algorithm for
constructing data aggregation trees that minimize total energy cost under the
latency bound and compute the worst case delay for a sensor node to aggre-
gate the data from all its child nodes in the aggregation tree based on an
analytic model for IEEE 802.15.4 standard. In order to decrease the time
latency more, [5] developed a distributed collision-free schedule with the
latency bound of 2B + 6A + 16, whereD is the network diameter antl is
the maximum node degree among the network. The tradeoff between energy
consumption and time latency was considered in [13]. To balance the trade-
off, [14] imposed a decision-making problem in aggregation, and proposed
a semi-Markov decision process model to analyze the decision problem and
determine the optimal policies at nodes with local information.

Because the low bandwidth and energy limitations are inherent to sensor
networks, an adaptive application-independent data aggregation (AIDA)
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component, fitted into the sensor network communication stack, is devel-
oped in [15] to maximize the utilization of the channel while the energy is
saved. In fact, the channel states are dramatically affected by the radio states
(transmitting, receiving, listening, sleeping and being idle) of a transmitter
and the environment. Based on TDMA MAC layer protocol, Wigttisched-

uled the sensor nodes at different radio states [16]. The energy consumed by
their scheduling for homogeneous network is at most twice of the optimum

and for heterogeneous network is at m@gtog Emwj) times of the optimum.
n

They also proposed data gathering scheme to grantee the energy consumption
and the network throughput within a constant factor of the optimum. How-
ever, it is costly to efficiently use TDMA model in WSNs since it consumes
much resource to implement synchronization protocol in the network. So the
collision and interference are unavoidable in WSNs [17]. [18] designed a
collision-free scheduling when data collection was implemented.

B CDS

The CDS problem has been widely studied in Unit Disk Graphs (UDG) [19].
Before constructing CDS, many existing algorithms firstly found a Maximal
Independent Set (MIS) based on a given network and then connected all
nodes inl to form a CDS [20]. In fact, the communication ranges of dif-
ferent sensor nodes differ from each other not like UDG, which results in
the symmetric communication links in multihop wireless networks. [19] pre-
sented two algorithms having constant performance ratios for its size and
diameter of the constructed CDS. [20] solved the link asymmetric problem
by constructing a strongly CDS (SCDS) and presented a polynomial-time
(3H(n — 1) — 1)-approximation algorithm for minimum SCDS, whéetleis

the harmonic function. In order to save energy, [21] introduced a notion of an
extended dominating set (EDS) where each node in an ad hoc network is cov-
ered by either a dominating neighbor or several 2-hop dominating neighbors.
It also gave the heuristic solutions to the ECDS/EWCDS based on Guha and
Khuller's MCDS.

In ad hoc or sensor network, the node and edge are weighted, such as
different edges have different traffic or consume different energy on com-
munication, which results in different interference range. [22] presented a
polynomial-time algorithm approximating the minimum weight edge domi-
nating set problem within a factor of 2. Instead of minimizing the backbone
size, [7] proposed an efficient distributed method to construct a weighted
backbone with low cost. The total cost of the constructed backbone is within
a small constant factor of the optimum for homogeneous networks. The total
number of messages of our methodd&) when the geometry information
of each wireless node is known and the total number of messag¥snjs
otherwise for a network afi devices anan communication links.
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111 PRELIMINARY

A Network Model

We consider a network consistingmméensor nodes, which are randomly and
uniformly deployed in & x C area. We denote a nodeMsi = 1,---,n,

which compose a node s€t= {Ni|i = 1,---,n}. Every node has a trans-
mission range such that two nodel; andN; can communicate directly if

[INi = Nj|| < r and there is no interference. The transmission rargfeeach

node is properly set to guarantee the network connected [23]. We construct
a data aggregation tree by adopting an existing algorithm of selecting a CDS
S, § C V. Wanetc presented a distributed algorithm that has an approx-
imation factor of at most 80Q(n) time complexity andO(nlogn) message
complexity [24]. Then each nodg (N; ¢ S) can find a nod&\; (N; € S)

and connect with it. All nodes il; € S can connect together and send their
aggregated data to the sink by multihop fashion. We call the nod&sam
parent nodes and the nodes notSims leaf nodes. All nodes send their data

to their parent nodes and the parents send their data the sink by relay nodes.
Since those nodes notdhconnect to those i, the sink has no node without
leaves.

B DataAggregation Scheme

In WSNs, the primary task is to collect and transmit data to the destination.
Meanwhile the network often works in the duty cycle style in order to prolong
the network lifetime as shown in Figure 1. A node keeps itself “active” in work
timet,, and “sleep” in sleep tim&. Furthermore, the work timig, is equally
divided intoK time slots. All nodes run the same duty cycles and sample data
in the synchronization way.

We denote the life time of the network works lhy and assume that
Lr = L x T, whereL is a positive natural number aridis the period. At
p" (p = 1,---,K) time slotS, of " (@ = 1,---,L) period T, a node
Ni samples a data from the surrounding. The data is denot&l@as|, i)
S0 we can obtain a data seriB$S,, q,i) (p = 1,--- ,K) of the nodeN; at
g period Tq. We suppose that the data sequeB¢p, q,i) (p = 1,--- ,K)
obey some kind of distribution/(t) relative to timet. For convenience, we
denote the sampled or received dataldp, q,i) and the aggregated data
on nodeN; asDs(p, q,i) according to a kind of aggregation functiéni.e.

IWork b .Slccp
ume (4,) ume (4,)
4 e »I
Slot Slot m

< Period (T) »

FIGURE 1
Duty cycle
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A data aggregation tre@Ty A layer of DTy

FIGURE 2
A data aggregation tre@Ty. The hollow nodes are leaves.

Dt (S, Tgw i) = F(D(S,, Tg, -)), Where” C V is a subset containing nodes
in the aggregation tree parented\atf can mean the calculation Max, Min,
Average and so on. In brief, we uBg instead oDy (S, Ty, k).

In this paper, we adopt the followindata aggregation algorithm: f. Each
nodeN; obtainsk; (ki < K) data after sampling data at time sigtin T. And
Ni aggregates thiy data into one. IN; ¢ S, N; sends its aggregated data to
its parent. If\; € S, N; waits till it receives certain amount of data from some
nodes. The; aggregates its data and that of its leaf into one data, which
is transmitted to the sink by multihop fashion. When the NMafansmits its
own aggregated data to the sink through other parent nddé$ aggregate
their data with theN;’s data.

Suppose that there is a routing protocol, which construditeed routing
to the sink for each node in the network.

We can use thaggregation tree DTy to describe the process of data aggre-
gation and transmission as shown in Figure 2(a). adggegation tree DTy
denotes a tree rooted at the nddeand the size oDTy is denoted afDTy|,
which is known by the parerifi in our functionf. At a periodTy, Nk also
knows the number of nodes, which gather data from the physical world.

IV SYNCHRONOUS SAMPLING

In this section, all nodes sample data synchronously. We adopt two ways to
reduce time slots and the number of nodes needing to transmit data. One
way is controllable data aggregation while the other isuncontrollable data
aggregation.

In the following context, we suppose that the dafg@, q, i), directly gath-
ered from the physical world, obeys thermal distribution N(u, %), where
u is the expectation and is the variance. And(p,q,i) andD(p,q,j) are
independent from each other whieg j.
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A Controllable Data Aggregation
When the links and the nodes are reliable and the interference among the
network can be avoided by a precisely designed schedule, we can assume
that there is no data loss occurring. Under the case, the sink can receive the
aggregated dat@(p,q,i) (p = 1,--- ,K andi = 1,--- ,n) from all nodes at
the periodT, without losing any sampled data. We can theoretically analyze
the least numbem (m > n) of nodes needed to retransmit their data to the
sink when we guarantd¥|E—E’| < ) = 1—y, wheregp is a small positive
value. So we can design an algorithm to setactodes to transmit their data
to the sink through the relay nodes.

There are two cases. The first is that the sink only collects the data from
m nodes when thesa nodes sample data in all time slots. The second is that
the sink also collects the data wfout of n nodes but each af nodes only
sample data in part of time slots.

When all nodes sample and aggregate data at all time slots, the sink can
finally obtain an aggregated dddd. We consideDy as a reference. When the
sink randomly and uniformly selects out of n nodes, we denote the value
of the aggregated data at the sink§%

Theorem 1. When there are m (m < n) nodes, randomly chosen, sampling

and aggregating data and each of m nodes gathers data at all time slots, we
m n > t%(m_l)
have P{ID{" — D}| < p} =1—y, wherep = —

deviation,0 < pand0 <y < 1.

, Sisa standard

Proof. Since there are totalls nodes in the network, the average valbie
of their sampled dat®(p, q,i) is D} = 7112{‘:15(33,Tq,i) at the period
Tq, WhereD(S,, T, i) = ]% Z,le D(p, Ty, 1). According tothe law of large
numbers, we can obtain the following equation:

0_2
P(Df — u| <€) =1—
n-.e

2

wheree > 0 is small positive number. WSN is a kind of large-scale network,

we can assume thatis large enough to makey' = x with high probability.

When there are onlyn nodes, which sample, aggregate and send the data

to the sink, the average vall@" of their sampled dat®(p, q,i) is D" =

4 >M D(S, Tq.i) at the periodT,. Notice that them nodes are randomly

chosen. Then the error betweBf and the expectation of the data in the

physical world can be obtained from the following equation:

"=
o

Pl vm <c=1-y (1)
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wherec > 0 and 1- y is a confidence level. The variangeof the data in
the physical world is usually unknown. But the sink can estimate the variance
based on the current data according to the following equation.

5= |71 2 (ST - O7Y @

Based on Equation (2), we can obtain following equation according to
Equation (1).
D" — 1
Pl—s—vm <cj=1-y

m

. Df' — u g
Slnce—s—mobeys(m— 1) distribution, we haveP{|t| < ¢} =1—y,
i.eP{|t| > c} =1— P{|t| < c} =y. Therefore we have the following equation:

P{D" —ul <p}=1-y ()

wherep = S-C andc = ty (m— 1). That finishes the proof. O
vm 2

The parameterg andy are previously set at the sink. The above theorem
means that the sink can only receim@odes’ data if the differenge with the
confidence level 1y is acceptable. So—mnodes can stop gathering dataand
save energy. Notice that time— m nodes may still afford the communication
task. We denote the parametegsis andyy for an arbitrary parent nodk.
When Ny selects itame (my < m) leaf nodes to sample and transmit data,

mg = ﬂlﬁm with probability. According to Equation (3), we can generalize
the result in Theorem 1 as the following equation.

P{IDf* — | < o} = 1 — (4)
Where c
=~ c=t —1)and
£k \/W c %(rn( )an

Sne = /et L0 (O(Sp. Tari) — D2,
Furthermore, based on the previous schedule, another schedule to save
energy and time is that each node samples datacatt of K time slots at

rd)

Neats)

y is the number of degrees of freedom dhé the Gamma function.

L t-distribution has the probability density functidp(t) = 1+ %,—2)*(”1)/2, where
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the periodTly while the sink still randomly and uniformly choosemodes to

sample data. At this time, we uﬁl#(” to denote the value of the aggregated

data at a nodé&l, when the node samples only durindime slots and there

arem nodes to sample data in the whole network. Afddenotes the value

of aggregation data at a notlig whenNy samples at all time slots. The error
kn k ~

betweerD;" andDs could be bounded to be at mg@st rooted at a nodél

with a given confidence level 4 , wheregy > 0 and 0< y < 1.

Lemma 1. When a node Ny randomly chooses my (mx < m) childrenin DTy,
to sample and aggregate data and each of m, nodessamplesdataat n (n < K)

. t]/k

imesots, wehave P{|DX" —D¥| < &) = 1 where G 2

timedots, - < =1—w, =,
f f £k Yk 8k \/W

S isa standard deviation.

Proof. When each nod; gathers data gtout ofK time slots at periodg, we

can obtain that the average of theampled data iB;” = % > =1 D(p, T, 1)

at period Tg. And the following equation can be obtained according to

Theorem 1.

P{ID}" = Drl < i} =1 -
whereD; = ]% Zg_l D(p, Tq, i), i = S:G andc =ty (n — 1) (0 < g
= ﬁ 7
and 0< y < 1). Here§ is described in Equation (5).

n .
p=1

When there are onlyn nodes to sample in the whole network, to aggre-
gate data and to send the data to the sink, the expected numgloénodes

contained in an aggregation tredy is ﬂ%ﬂ The average valu;"‘ of

their sampled dat®(p, q,i) is D = i X% #Dy" at T,. So the standard
deviation in Equation (2) becomes:

mg
1 in =
S<=JW_Z(DP_D;W)Z (6)
i=1
According to Equation (3), the error betweﬁﬁ‘( andpu is:

P{ID* — 1| < g} = 1 — W ©)
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wheregpy = Sf/%k andcy =ty (M — 1). O
2

Notice that the numbep of time slots in each period, is usually small,
so the confidence leveld y can’t be very high at certain errgr. When we
consider the valup” of the aggregated data at the sink whenodes sample
only atn time slots, the error betweéd{" andD}' could be bounded to be at
mostg, under the confidence leveHy,, wherep, > 0and 0< 1—y;, < 1.

Lemma 2. In Lemma 1, when the data is aggregated to the sink, we have
P{|D{" — D| < gn} =1 — n.

In Lemma 1, the aggregation tr&& grows into a tree rooted at the sink
DTs when the aggregated data is transmitted to the sink finally. The average
value D" of their sampled dat®(p, g,i) is D" = 4 >, D" at Tq, so

the standard deviation i§, = \/m_EI S (D" — DM2. According to
Equation (5), the error betweévir{“ and y is: P{|5§“ —ul<pn=1-—y

whereg, = Sh- G andc, = ty, (m— 1). At the momentD} = D". Lemma
v 7

2 means that the error between the aggregation data obtained from all time

slots and that obtained froptime slots is also bounded by the erggrunder

certain confidence level 4 y,, whenm nodes sample.

B Noncontrollable Data Aggregation

In the practical environment, the nodes and the links are unreliable and the
interference is unavoidable. Therefore, some packets may be lost during trans-
mission because of the unreliability of nodes or some fault occurring. But the
number of tolerable data loss and link disconnection can be theoretically
figured out.

In the subsection A, it is controllable whether some nodes need sample
data without considering the link or the node reliability. This section is unlike
the case of the subsection A. When the packet loss does exist and all nodes
sample data at all time slots, we denote the aggregated data at the £){ik by
Surelyx < n.

Theorem 2. Suppose the packet loss probability P, happens randomly and
uniformly in any time slots and among the communication between any pair
of nodes. If each node samples data at all time slots, then a parent node
can create out the aggregated data with error no bigger than gy under the

. . . DT, | — my
confidence level 1 — 1 when P, is not bigger than DTy .
Yk [ g9 Uk—Vk-l-ZjVillel
Proof. Without loss of generality, a pareNf of a treeDTy hasug leaf nodes,
among whichy leaves have their own leaf nodes. So the data figs (/)P
nodes may be lost with probability. If we denote theleaves as\;, j =
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1,---,V, the data fronP, Z}’il IN;| data nodes may be lost with probability.
Therefore, there are on|pTy| — (uxk — V)P, — Py Z;’il IN;| nodes, which can
still send their data tdl;. According to Equation (4)DTy| — (ux — )P —

P, Z}’il IN;j| should not be lessy under the samgy and 1— y, wheremy,
#k and 1— y is determined according to Equation (4). Boly| — (ux —
Vi)P — Py Z}Iil INj| = my, i.e

IDTy| — Mk
P =< 8
U — Vi + D%y INj] ®)

O

According to the above theorem, a parent can make decision whether its
leaves need retransmit their data or not.

When the data loss probability between any pair of nodé% snd we
denote the aggregated data at the sinbbasthe following lemma can be
obtained under a certain errpr and confidence level % y,.

Lemma 3. Suppose the packet loss probability P, happens randomly and
uniformly in any time slots and among the communication between any pair
of nodes. When all nodestransmit their datatothesink, wehaveP{| DP— Df| <
pl=1—ywhenP, <1-

Proof. When the aggregated data is sent to the §ibKg| = nandm, = m.
There is no leaf node sm = Vs, Which has no its own leaf. According to
Theorem 2P, < = =DM _ 1 _ M whereys is the number of

2 |NJ|
the leaf nodes of the sink.
So Equation (3) can still be satisfied according to Theorem 1 vithen

1-m. O

When the permanent fault on the links or the nodes occurs, the topology
structure should be reconstructed. The issue remains to be researched in the
future work. When the temporary nodes or links fault occur, based on the
received data, a parent node can make decision whether the fault branches or
leaves need retransmit their data.

When the data loss probability of a leaf nodéPjs> 0, the leaf node is
required to retransmit its data. We suppose the retransmission can be success-

:k
ful with probability P, and define the aggregated data at the mgdasD;
after retransmission. We can have the following result in Lemma 4.

Lemma 4. Suppose that the data loss probability of a leaf node is
P > 0and the successful retransmlsson probability is P.. When P, <
|DTk| —
[Uk—Vk+Z= INj TP
gr isagiven error bound.

we have P{|Df - Df| < ¢} = 1—y, where
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Proof. If a parent nodeNi finds that the received aggregated data can not
satisfy Equation (8) when the data loss probability?isNk lets the nodes,
failed to transmit, retransmit their datauf v)P, — P, Z}’il IN;[] x Pr nodes
may retransmit their data successfully. So there|Big| — [(ux — )P, —

P Z}/i1 INj|] x P; nodes, which finally can transmit their data successfully.
According to Equation (4)DTx| — (ux — vi)P, — P, Z}’il IN;j| should not be
lessmy under the samgy and 1— i, wheremy, g and 1— yi are determined
according to Equation (4). 3B Ty| —[(ux—w)P — P }’il INi[]Pr = my,i.e.

[DTi| — Mg
P < 9
[Uk — W+ Z]Vil |Nj|]Pr ( )

O

C Confidence Level and Error Allocation

One interesting task is to allocate the error and the confidence level in the
network. When the errop is acceptable under the confidence level ¥

at the sink, it is necessary to allocate the error and the confidence level at
the parent nodes of different sub-trees. For example, if the girand the
confidence level 1y, at the parenhi are known in Figure 2(a), how does

Nk set the errogy; and the confidence level y; for N; (N; € DTy) among

DTy. Here, we discuss the question in the case: without data loss. The case of
data loss will be researched in the near future.

Before allocating the error under a certain confidence level among the
network, we firstly introduce thellocation model. Allocation model is the
topology model, based on which, the error under a certain confidence level
can be allocated to each parent of its subtree among the network. Generally a
tree is constituted by two kinds of basic structur®s:andCC, as shown in
Figure 3. As we know, aWSN collects data from the physical environment and
nodes transmits the data to the sink by multihop. Therefore the data always
flows unidirectionally from ordinary nodes to the sink. The basic structures

R N— . data
Cdaa v L 0N, v
P »o— O—>0 e+ 0—>0
N N, N, N,
(@cc (b)sC

FIGURE 3
Allocation Model. Dotted line means the data is collected by sensors. The solid means that the
data is transmitted by radio. The hollow circle is a parent node.
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can be modeled as the two kinds of typical circuits. Notice that the links
between any pair of nodes are bidirectional.

1) Collateral Connection InFigure 2(a), an aggregation tree rooted at node
Nk contains two levels. Each level in a tree contains several leaf nodes. For
convenience, we see a layer of an arbitrary aggregatiomligeas shown

in Figure 2(b). The subtre®T, rooted at nodé\, hasl leaves:N;, N, - - -,

Ni, whereN; is also the parents of subsubti@€,. SinceNg, - - -, N, directly
transmit their data tdl,, one node would not affect others’ transmission when
some of them lose packet. For example, if a packet can not be transmitted
from N; to N;, it does not necessarily result in the fault of other transmission
from N, (or N3 etc) to N;. Therefore we can consider the subt2g as a
parallel system [25] (Figure 3(a)). When we define the confidence level of
each nodd\; as 1— y; and the errogo, under the confidence level-1 y,

of the parent is given, the probabilig that D} — Df| < gr is 1 — y.

So the probability for the parent can be described by the probability of its
leaves.

k

k
P=1-[[a-P)=1-]]n (10)
i=1 i=1

whereP; is the probability aboul; thatPi(|D;\‘i —Ds| < gi)is 1— . Notice
that some nodes, suchlds is not selected to sample data aycbnly selects
k (k < ) data to sample data in Figure 2(b).

Notice that we are considering the case that there is no data loss happening.
Therefore, at leash nodes should be selected to sample and transmit data in
the whole network according to Theorem 1. But the selection ofthedes
depends on the error bound and the confidence level given for the sink. It is
easy to give the sink the error bound and the confidence level. After that, it
is uneasy that the sink allocates its error bound and the confidence level to
its leaf nodes and its leaf nodes allocate their error bound and the confidence
level to their leaf nodes till all parent nodes are allocated the error bound and
the confidence level. In the following context, Theorem 3 gives a method to
allocate the confidence level between parents and their leaf nodes.

We design a distributed algorithm as described in Algorithm 1. In the
algorithm, we allocate the confidence levet 3y pro rata in different nodes
when the errop is given. In Algorithm 1, the given grapB(V, ¢) composes
of the vertex seV and no edge setV| = n and the node itV is randomly
and uniformly deployed to satisfy the connection condition [23].

Theorem 3. When no data loss happens and the error bound g, and the
confidencelevel 1 — y; for the parent nodes are previously given for the sink,
under CC, the leaf node N; of the sink can be allocated the confidence level
Y, wherey; = ¥y and k = |DT|.
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Proof. We begin our proof based on the model described in Equation (10).
Whenk=1,P, =1—-y =P.

Whenk > 2, k, y; andg; will be determined in the following context.

There are many important and practical methods to distribute the proba-

k
bility indexes. Here we try to find the minimal error df g; under certain

confidence leveP, while we find ak as small as poslsilble. A smallkris
suitable to save more energy while a biggds needed to achieve a lower
error g;. Here we uséd.agrange undetermined coefficients method to finck

as small as possible while to guarantee the error at a proper level. Here we
can construct &agrange function H:

k k
H=> p+2P+[[n-1 (11)
i=1 i=1

In order to find the minimal value @f;, we can calculate the derivative of the
i i o OH _ i _S-G
Lagrange function H and let it be zeroi.e., do = 0. Sincep; = NG and

¢ = ty, (k — 1), we can obtain the below equation:
2

S-ty(k—-1)
2

Y A (12)

The probability density function of the random variable as following:

_ v+ 1)/2)

2, \(+1)2
= (o) LM

f(t,v)

wherev =k — 1,t = /2 andl'(2) = [ e 't 1dt.

0
Based on Equation (11), the partial derivativetbfwith respect to the
variableg; is written as:

k
aH i
— =1+ — 13
i + jzll_j[#i oo (13)

According to Equation (12), we can obtain the partial derivative; ofith
respect to the variablg;.
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oty (k- 1)
o s 2
I Jk @i
5 f/2k—1) (14)
= 1= S EHECD)
C k-1 Vi Oy
=5 =0+ g o

whereC = (k= Dl ((K=1)/2) | o = 0 in Equation (13) and
VKIT((K)/2) 8

based on Equation (14) we can obtain that.

1-P 0y
0=14i=Prin
* Vi 0
= A= _L
_pyn
a-p) o
Vi k/2—1 %S
| — |
i Sl rom s VAR o7 (g T =

Notice that the above equation is tenable for epchi = 1,--- ,k). So we
can obtain the following equation wheég j.

4k — 1)+ 1A y?s = 4k - 1) + D)2 (15)

According to Equation (10) and (15); (i = 1,---,k) can be solved out.
From Equation (15), we can obtain that:

(k/2—-1)In(4k—1)+y?) +2Iny +InS
=(k/2-1)In(Ak -1 +y?) +2Iny+Ing i #]

Since thek is same for all nodes in the san®€ modelDT;, they, =
wheni # j based on above equation. According to Equation (403an be
obtained as following equation.

=Y1-P = ¥n% (16)
O

Serial Connection In Figure 2(a), the nodiy is the parent oN; andN; is
the parent oN;. There are other leaves at both of pardfitandN;. And under
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the kind of topology structure, the transmission on one edge affects that on
the other. For example, a successful transmission figrto Nx necessarily
means that both of transmission frai to N; and fromN; to N, should

be successful. So the kind topology structure can be modeled as the serial
connection in Figure 3(b). When we define the confidence level of each node
N; as 1- y; and the errog; under the confidence-1y, of the parentis given,

the probabilityP;, that |D:“r — Ds| < gr is 1 — y;. The probability for the
parent can be described as following equation:

k k
Pr=][P=]]@-w (17)
i=1 i=1

whereP; is the probability aboul; thatPi(|DfNi —Df| < gi)is 1— y.

This paper presents an algorithm (Algorithm 1) to allocate the confidence
level from the parent nodes to leaves under @&ErandSC in Figure 3(b). We
also gives a theorem (Theorem 4) to describe the feasible of the algorithm.

Algorithm 1 Confidence Level Allocation

Input: A given graphG(V, ¢) and an error boungh and a confidence level
1-y;
Output: A connected tree with each parent nddeallocated a confidence
level 1— y.
1: Use the algorithm in [4] to construct a CI33
: Give the error boungb and the confidence level2 y to sink;
if AnodeN; (€ S) has more than one chitthen
N; allocates the confidence level among its children nodes according
to Equation (16);
: else
6:  N; broadcasts a messaf#ial Allocation;, which contains the node ID
and a counte€ount;. And setCount; = 1;
7. end if
8: When anod#; receives amessagerial Allocation;, N; setsCount;+=1,
9: if Nj has more than one child node is a leaf nodehen
10:  N; sends a messagreturnSerial Allocation; to N;, which contains the
N;'s ID and all ID in Serial Allocation; andCount;;
11: else
12 N; keeps on sendingerial Allocation; to its children;
13: end if
14: if N; receives a messadreturnSerial Allocation; then
15: It allocates the confidence level among the nodes contained in
ReturnSerial Allocation; according to Equation (21);

A wN

[l
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16: It sends a messag@llocationResult; to the nodes contained in
ReturnSerial Allocation;.

17: end if

18: WhenN, receivesillocationResult;, N; setsits error bound and confidence
level according to the results ilocationResult;;

19: if N; has more than one chilthen

20. Goto step 4;

21: end if

Theorem 4. When no data loss happens and the error bound g, and the
confidence level 1 — y;, nodes are previously given for the sink, under SC
the leaf node N; of the sink can be allocated the confidence level y;, where
yi = Py andk = |DTg.

Proof. We give our proof based on the model described in Equation (17).

k
Here we also try to find the minimal error Of g; under certain confidence
i=1
level P, while we find ak as small as possible.
Whenk = 1, P, = 1— 9 = Pi. Whenk > 2, k, 3 and g; will be
determined in the following context.
Firstly we can construct kagrange function H:

k k
H=Y o+2P—[]P) (18)
i=1

i=1

In order to find the minimal value @f;, we can calculate the derivative of the
Lagrange function H and let it be zerai.e., gg =0.

Based on Equation (11), the partial derivativetbfwith respect to the
variableg; is written as:

—_ =1+x ]_[ PJ (19)
j=1j#
SinceP; = 1 — y, a;'_ = gg Let 32;' = 0 in Equation (19) and based
| 1 |
on Equation (14), we can obtain that:
O=142P00M Py
Pi 9pi (p )B_V
r a@
k2-1__ ViPiS
-+ 4(k ey ASTe o
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Notice that the above equation is tenable for epchh = 1,--- ,k). So we
can obtain the following equation whesz j.

Ak — 1)+ )>RS = Ak - 1)+ )>RS (20)

According to Equation (17) and (20); (i = 1,--- ,k) can be solved out.
From Equation (20), we can obtain that:
k/2—1)In(4Kk - 1)+ yD) +InyP +InS
=k/2-1)In@AK-1)+y)+InyP+Ing  i#]
Since thek is same for all nodes in the sarB€ case, thg,P; = y;P; based

on above equation when j. According to Equation (17)4 andP; can be
obtained as following equation.

n=1-pP =P (21)

O

Now we can design an algorithm to positively control whether a node
samples data or not as shown in Algorithm 2. Based the error bpuatithe
sink and the confidence level allocation obtained on Algorithm 1, Algorithm
2 makes each parent node know the number of its leaf nodes to sample.

Algorithm 1 Control Data Aggregation

Input: The error boundp; at the sink and the confidence level allocation
obtained in Algorithm 1.
Output: The needed number of sampling leaf hodes of each parent node.

1: The sink calculates the needed number of sampling nodes according to
the given error boungb, and the confidence level 4 y according to
Equation (3);

2: Basedonthe confidence level allocated in Algorithm 1 and its error bound,
each parent nodB|; calculates the needed number of sampling nodes
according to Equation (4);

3: All parent nodes finish calculating the needed number of sampling data.

D Energy Saving
Here we consider the energy saving under both casesrtfollable and
uncontrollable data aggregation.

When we consider that there is no data loss as subsection A, the reason of
the energy saving is mainly the data transmission redudti@rsome nodes
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need not sample and transmit the data and others need not sample data under
some time slots. Although some packets are inevitably retransmitted because
of collision in wireless channel, it has less retransmission to adopt lossy data
aggregation schedule since there is less data to transmit.

We define that the energy cost to sample data in a sket aad the energy
cost to transmit a packet in one hopks

Lemma 5. When no data loss happens and only m nodes gather data at n
time slots out of K, the saved energy E, is (n — m)((1 — 7)Es + Ep).

Proof. There aren — m nodes, which can save energy since they need not
sample and transmit data. The total saved engygyainly contains two parts:
sampling energy and transmitting energy. Notice that each Npdamples
data and transmits its data to other nbble\; aggregates th;’s data and that

of itself into one packet. The energy to transmit a packet in one hop is saved.
Ea=(n—-mx1-n)xE+nh-mxE=nN-m(1-nE+Ey). O

When each transmission is unreliable with probabRitand onlymnodes
gather data, the saved enefgyis (n — m)E,. Since some data is unavoid-
ably lost, the error under the same confidence level is increased. When we
positively argue to retransmit the lost data, the costed enemgydid; x E,
since the number of lost packets is expectahlyx P;. Under the case, the
save energy is md®, (n—m)((1 — n)Es+ E;) —mx Py x Ep}.

V PERFORMANCE EVALUATION

Simulations for the performance evaluation of our method are conducted with
the OMNeT++ simulation tool [26].

In the simulation, this paper considers two cases: with and without packet
loss. The packet loss occurs when including the MAC layer in the simulation
model. All nodes are deployed in a 10801000n? area. Variable numbers
of nodes from 100 to 1000 are deployed in the area in steps of 100. Here
MAC layer implements the 802.11 protocol [27], which adopts CSMA/CA.
The receive sensitivity of the radio is at least <#m. The antenna can be
adjusted for a range of output power levels from éBinto 5dBmin steps of
1 dBm. The maximal transmission radiugjsx = 260m. The detailed values
of the relative parameters are provided in [28] and [29]. In the simulation, we
set the sample periocsvith duty circle 50%. Each period is divided into
20 time slots. The nodes in the networks sample data from the information
in each period. In our simulation, we denote the original information from
the environment by the random data obeying Gaussian distribN{janc?),
wherep = 30 ando = 5.

A additional task is to guarantee the connectivity of the original. Esfaha-
nian and Hakimi described some relative algorithms solved the connectivity
problem in detail [30]. Esfahanian proposed an algorithm to calculate the
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vertex connectivity, which requiresa |- § — 1+ %k(z& —k — 3)] times calls
of the MFA [31].

A Without Packet L oss

Under this case, all links has no packet loss. We set C1=70%, C2=80%,
C3=90% and C4=100%. The error intervals are illustrated respectively in
Figure 4(a) and Figure 4(b) while the given confidence levels are respectively
equal to 0.8 and 0.9. In both of the figures, the error intervals dramatically
decrease when the number of nodes increases. The error interval can be very
small when the number of nodes is large enough. In other words, the lossy
data aggregation scheme would not incur large error when the number of
nodes is large. Therefore it is feasible to adopt lossy data aggregation method
in WSNs, especially when the total number of nodes is large.

From Figure 4(a), we can also find that the error intervals of C1, C2, C3 and
C4 are gradually close to each other when the number of node is increasing.
Therefore it would not greatly affect the data aggregation accuracy to adopt
lossy data aggregation scheme in WSNs, especially when the total number of
nodes is large. The similar result can also be found in Figure 4(b).

In the above simulation, we count the energy consumption under the con-
fidence levels 0.8 and 0.9 in each period. The energy consumptions per node
under two cases are respectively presented in Figure 5(a) and Figure 5(a). It
can be easily found that there is minimal energy consumed under the case C1
while there is maximal energy consumed under the case C4. With the increas-
ing number of nodes, the difference of energy consumption among four cases
C1, C2 and C3 and C4.e,, it can save more energy when lower percentage
of nodes sample data.

= The ;m”?frn .I_—
: ron
" The fEI.[ |n|_llnn "
ires

00 106 200 M0 400 S0 A0 N8 M0 WO WO
The nember of modes The number of nodes

(@1-y=0.8 (b)yl1—y=0.9

FIGURE 4
The error inteval under different given confidence level. C1,C2,C3 and C4 respectively
represent:70%, 80%, 90% and 100% nodes to sample data.
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FIGURE 5
The energy consumption under different given confidence level.

From both of Figure 4 and Figure 5, we can find that it can save more energy
by adopting lower percentage of nodes to sample data and the amount of saved
energy can relatively increase when the number of nodes is increasing. At the
same time, the data accuracy, which is indicated by the error interval, can be
bounded, especially when the number of nodes goes to larger.

B With Packet L oss

Under the case, the link is not reliableg., the packet may be lost because

of the wireless interference and media access competition. The error inter-
vals under the confidence levels 0.8 and 0.9 are respectively presented in
Figure 6(a) and Figure 6(b). In Figure 6(a), the error interval decreases with
the increasing of the number of nodes. Comparing to the error interval in
Figure 4(a), the error interval in the figure is higher except the case C1. Itis
caused by the unpredictable data loss. Under C1, the error interval decreases

The errer interval
The errer interval

iy

) Wb M0 M0 W M0 W0 K00 WO W M0 a0 %0 w0 X0 W0 W00 K00
The sumber of nodes The sumber of nodes

(@)1—y =0.8 (b)1—y =0.9

FIGURE 6
The error interval under different given confidence level.
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from Figure 4(a) to Figure 6(a), which is also caused by the unpredictable
data loss. It results in the smaller difference among the error intervals under
C1, C2, C3 and C4. Since the data loss is unavoidable in practical application,
it may result in less effect on the data accuracy than that under the case in
Figure 4(a). The similar results can also be concluded in Figure 6(b).

Because of the data loss, the energy consumption in Figure 7(a) is higher
than that in Figure 5(a). But it is same in both figures that the less number of
nodes to sample data causes less energy consumption and the saved energy
relatively increases with the increasing of number of nodes. In Figure 8, the
effect of confidence level on the data deliver rate (DDR) is presented. Higher
confidence level needs higher DDR. And the DDR decreases when the number
of nodes increases, which is caused by two reasons. One is the packet loss
while the other is that the number of sampled data increases with the increasing
of the number of nodes.
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In both of Figure 5 and Figure 7, we can find that lower confidence level
causes higher energy consumption. Lower confidence level means the corre-
spondingy is high then the error interval is lower, which means that it need
more sample data to keep the same probability that the data error falls in a
more narrow interval. So a higher confidence level does not mean a good
choice. Especially when the number of the nodes is larger, a high confidence
level contributes a little to decreasing the error interval. However, a higher
confidence level would not necessarily lead to larger difference among error
intervals, as show in Figure 6. In practical applications, how to choose the
confidence level or the error interval depends on the constraints or the require-
ments of the users. If a certain error interval is acceptable, it is feasible and
energy saving to adopt the scheme in this paper. In fact, the data redundancy
often exists in WSNSs.

VI CONCLUSION

In this paper, we first study the error between the value obtained from all
nodes and that from a part of nodes is bounded when assuming that there
is no data loss. We give detailed analysis on the relation between the error
bound and the number of sampling nodes or time slots when the confidence
level is previously given. In order to minimizing the number of sampling leaf
nodes and time slots, we design algorithms to assign the confidence levels
among the parent nodes based on corresponding confidence level. We also
study the case when data loss exists and compute the probability bound when
the confidence level and the error bound are given.

There are some work waiting to be solved in future. In the real network,
the DT is often composed of th8C and CC. It is complex to build the
model for the compound structure. When the distribution of the sampled data
does not obey Gaussian distribution, we will estimate the probability density
function in a complex and time-variation environment. Since the paper has
analyzed the error bound under the certain confidence level when the data loss
probabilityP; > 0, we will design the algorithm that allocates the error bound
and the confidence level with the existence of the data loss probability. We
will analyze the error and confidence level allocation under the asynchronous
case. Since the clock offset in WSNs is unavoidable and relatively large [32]
and it costs much extra energy to synchronize time in the network.
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